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TRABALHO / RESOLUGAO:

1 — Uma LAN (Local Area Network) € uma rede de dados que cobre uma area
geografica limitada (por exemplo: uma sala, um piso, um edificio ou um
campus), tipicamente sob administragdo de uma unica entidade ou
organizagéo, usando tecnologias de acesso locais como Ethernet (IEEE 802.3)
e/ou Wi-Fi (IEEE 802.11). Em geral, caracteriza-se por elevadas taxas de
transmissao, baixa laténcia e custos de operacao por utilizador relativamente

baixos, quando comparada com redes de maior escala (Tanenbaum, 2013).

Uma WAN (Wide Area Network) € uma rede que interliga LAN (e outras redes)
ao longo de uma grande area geografica (cidades, paises, continentes ou
varios continentes). A infraestrutura e ligagcbes de uma WAN sao
frequentemente providenciados por operadores de telecomunicacdes/Internet
Service Providers, podendo recorrer a diferentes meios e tecnologias de
transporte (por exemplo, fibra o6tica, radio/micro-ondas, cabos submarinos e
ligacbes satélite, entre outros). Em comparacdo com LAN, tende a ter maior
laténcia, gestdo mais complexa e dependéncia de operadores de

telecomunicagdes (Tanenbaum, 2013).

A figura seguinte demonstra um exemplo de uma LAN doméstica ou de um
pequeno escritério, onde varios dispositivos (PC, portatil, impressora)

comunicam através de um switch e/ou router.

@ LAN cable g y o . | ((( ))) -
s W

Laptop

Computer Computer Laptop Printer

Retirado de https://itrelease.com/2021/04/what-is-local-area-network-lan-in-computer/
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A figura abaixo apresenta varias LANs (a volta) ligadas por uma rede de
transporte no centro (a WAN), composta por routers que encaminham pacotes

entre locais distantes.

AN Wide Area Network (WAN) T Metwork
“ Iypical schematic .

Retirado de https://marrciohenrique.wordpress.com/2014/03/22/tipos-de-redes-wan-lan-man/

2 — Uma WLAN (Wireless Local Area Network) é uma rede local (LAN) em que
a ligagcado entre os dispositivos e a infraestrutura de rede é feita sem cabos,
usando ondas de radio, tipicamente segundo o padrao IEEE 802.11 (Wi-Fi),
através de pontos de acesso (Access Points) que ligam os clientes sem fios a

rede local e ao resto da infraestrutura (Tanenbaum, 2013).

Comparativamente com uma LAN com fios, a WLAN tem as seguintes
vantagens (Kurose, 2021; Tanenbaum, 2013):

e Garante uma maior mobilidade e flexibilidade, permitindo que os
utilizadores desloquem dentro da area de cobertura mantendo
conectividade, sem depender de tomadas/rede cablada;

o Facilidade de instalacdo e expansao, pois em muitos cenarios € mais
simples/rapido adicionar utilizadores ou cobrir novas areas, evitando

passagem de cabos.

Por outro lado, a WLAN apresenta as seguintes desvantagens face a uma LAN
com fios (Kurose, 2021; Tanenbaum, 2013):
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e Menor desempenho e maior variabilidade, uma vez que a taxa efetiva e
a laténcia tendem a ser piores e mais instaveis devido a partilha do
meio, distancia, obstaculos e interferéncias;

e Maior exposigdo a riscos de seguranga, pois o sinal propaga-se no
espacgo fisico, o que aumenta a superficie de ataque, pelo que exige

uma configuragéo cuidada para reduzir intrusdes e escutas.

3 — O ARP (Address Resolution Protocol) € um protocolo utilizado para resolver
ou mapear enderecos IP em enderecos fisicos (MAC) numa rede local baseada
em Ethernet. A sua finalidade € permitir que um né, sabendo o IP de destino
(ou o IP do gateway), obtenha o MAC necessario para encapsular o datagrama
IP numa frame Ethernet e o entregar no mesmo dominio de difusao (broadcast
domain). O funcionamento €, em termos gerais, 0 seguinte: 0 emissor consulta
a cache ARP; caso ndo exista correspondéncia, emite um ARP Request em
broadcast perguntando quem possui determinado IP; o né que detém esse IP
responde com um ARP Reply em unicast, indicando o seu MAC; a entrada é
registada na cache e o trafego IP pode entdo ser enviado encapsulado para
esse MAC. Importa notar que, quando o destino esta fora da sub-rede local, o
host nao resolve o MAC do destino final, mas sim o MAC do router (default
gateway), para o qual encaminha o datagrama (Tanenbaum, 2013). A imagem

seguinte apresenta este funcionamento.
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problema inverso ao ARP, ou seja, permitir que um equipamento conhega o

seu endereco IP a partir do seu endereco MAC, sendo historicamente relevante
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em cenarios de arranque de maquinas sem disco. O procedimento RARP
consiste em o cliente emitir um RARP Request em broadcast contendo o seu
MAC, um servidor RARP que tenha uma tabela de correspondéncia MAC-IP,
responde com um RARP Reply, atribuindo/indicando o IP ao cliente
(Tanenbaum, 2013). Este procedimento encontra-se esquematizado na figura

abaixo.
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De referir que, tal como o ARP, o RARP opera no ambito da rede local e ndo é
encaminhado por routers. Em termos praticos, o RARP é atualmente obsoleto,
tendo sido substituido por mecanismos mais completos, como o DHCP, que

suportam configuragao adicional (gateway, DNS, tempo de concesséo, etc.).

4 — O Network Provisioning, ou dimensionamento de capacidade da rede, é
uma abordagem preventiva de gestdo de congestionamento que consiste em
planear e alocar recursos suficientes (largura de banda, capacidade de
interfaces, buffers e, em geral, capacidade de encaminhamento) para que,
mesmo em periodos previsiveis de pico, a carga oferecida ndo exceda a
capacidade disponivel. Ou seja, se houver um sobredimensionamento da rede,
overprovisioning, nas ligagdes e nos equipamentos criticos, a probabilidade de
filas longas, perdas e aumento de atraso diminui, reduzindo a ocorréncia de
congestionamento (Tanenbaum, 2013). O Provisioning apresenta as seguintes
limitacdes:

e Custo e subutilizacdo — Garantir esta “sobre-capacidade” implica
investimento (links mais rapidos, equipamentos mais caros) e pode

resultar em capacidade subaproveitada durante grande parte do tempo;
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¢ Nao resolve picos subitos/imprevisiveis — Em casos de trafego explosivo
(eventos, falhas, ataques) pode exceder rapidamente a capacidade
prevista;

e N&o garante justica ou Quality of Service por aplicaggo — Sem
mecanismos adicionais, aplicagdes “agressivas” podem dominar a rede
€ 0 provisioning por si s6 ndo assegura prioridade na utilizagdo da rede;

e Congestionamento pode surgir noutros pontos — Mesmo que uma parte
da rede seja dimensionada, podem aparecer congestionamentos noutros

segmentos da rede.

Um exemplo pratico da utilizagdo deste método, € uma empresa com 200
utilizadores verifica que, em horario de pico, o trafego Internet atinge
sensivelmente os 600 Mbps (videoconferéncia, cloud e backups). Para
reduzir atrasos e perdas, decide garantir um acesso de 1 Gbps
(overprovisioning) e atualizar a firewall e uplinks internos para 10 Gbps.
Assim, mesmo com variagdes de utilizagdo, a carga tipica fica abaixo da

capacidade, diminuindo a probabilidade de congestionamento.

5 — A frame Ethernet IEEE 802.3 é a unidade de dados da Camada 2 (Data
Link) utilizada em redes Ethernet para transportar informacédo entre
interfaces no mesmo dominio de broadcast. O formato 802.3 (estrito)
distingue-se do Ethernet Il porque o campo a seguir ao MAC de origem é
Length (comprimento) e ndo EtherType (Tanenbaum, 2013). O formato da

frame é o apresentado na seguinte imagem, seguindo-se uma descri¢cao de

cada campo.
Field Length,
in Bytes IEEE 802.3
7 1 6 6 2 46-1500 4
Destination Source
Preamble |0 Length 802.2 Header FCS
F Address Address sndData

SOF = Start-of-Frame Delimiter
FCS = Frame Check Sequence

Retirado de https://www.learncisco.net/courses/icnd-1/building-a-network/ethernet-protocol.html

1. Preamble (Predmbulo) — Este campo marca o inicio da frame e tem um

tamanho de 7 bytes, sendo formado pela repeticao do padrao 10101010.
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A sua fungao principal € permitir a sincronizag&o entre emissor e recetor,
isto é, ajudar o recetor a “alinhar” o seu relégio com o fluxo de bits antes
de comecar a interpretar os campos da frame. Em Ethernet classica a 10
Mb/s (codificagdo Manchester), esta sequéncia produz transigdes
regulares que facilitam a recuperagéo de reldgio; no total, os 56 bits do
preambulo ocupam 5,6 us, preparando o recetor para a leitura do
restante cabecalho.

. SFD ou SOF (Start of Frame Delimiter) — Tem 1 byte de tamanho e
apresenta o padrdo 10101011. E deliberadamente muito semelhante ao
preambulo, mas termina com bits diferentes para marcar de forma
inequivoca o fim da sincronizagao e o inicio efetivo da frame. Na pratica,
indica que o préximo campo a ser lido ja € o enderegco MAC de destino.

. Destination Address (Endereco MAC de Destino) — O enderego de
destino ocupa 6 bytes e identifica o dispositivo (ou grupo de dispositivos)
para o qual a frame se dirige. Um aspeto importante é o primeiro bit que
quando vale 0, o enderego € unicast (um unico destinatario); quando
vale 1, corresponde a multicast (um grupo). Um caso particular ocorre
quando todos os bits do endereco estdo a 1 (FF:FF:FF:FF:FF:FF),
representando broadcast, ou seja, a frame deve ser entregue a todos os
dispositivos no mesmo dominio de difuséao.

. Source Address (Endereco MAC de Origem) — O enderego de origem
tem igualmente 6 bytes e indica o emissor da frame. Este identificador &,
em geral, globalmente unico, pois € atribuido com base em blocos
reservados a fabricantes. Em particular, os primeiros 3 bytes
correspondem ao OUI (Organizationally Unique Identifier), associado ao
fabricante e atribuido pela IEEE, enquanto os restantes bytes completam
a identificagao especifica do dispositivo.

. Length (Comprimento) — No formato IEEE 802.3, este campo tem 2
bytes e representa o comprimento do conteudo transportado (isto €, dos
dados que seguem apos este campo). Em Ethernet classica, considera-
se tipicamente o intervalo de 46 a 1500 bytes como carga util efetiva,
porque existe um tamanho minimo e um tamanho maximo para a frame.
Este valor ndo inclui preambulo, SFD, enderegcos MAC nem o campo de

verificagédo (FCS/CRC). O limite superior de 1500 bytes estd associado
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ao MTU tradicional de Ethernet e a  decisbes de
normalizagao/compatibilidade do padréo.

6. Data (Dados / Payload) — Este campo contém a carga util (a informacao
que se pretende transportar, por exemplo um datagrama IP). O tamanho
€ variavel: existe um minimo (tipicamente 46 bytes) para garantir que a
frame atinja o tamanho minimo exigido pela Ethernet classica; caso o
conteudo real seja menor, sao acrescentados bytes de enchimento
(padding). Este requisito esta historicamente ligado a necessidade de
detecdo de colisbes em redes half-duplex com CSMA/CD, garantindo
que uma transmissao dura tempo suficiente para a colisdo ser detetavel.
O limite maximo (1500 bytes) resulta de escolhas de engenharia e das
restricbes tecnolégicas e de interoperabilidade definidas na
especificagao.

7. FCS (Frame Check Sequence) — Este é o ultimo campo, com 4 bytes,
calculado através de um CRC-32. O emissor calcula este valor a partir
do conteudo da frame (do enderego de destino até ao fim dos
dados/padding) e o recetor recalcula-o para comparacéo. Se os valores
nao coincidirem, conclui-se que houve erro na transmissao e a frame é

rejeitada (descartada).

6.a — O algoritmo de roteamento Inundacéao (flooding) € uma técnica muito
simples em que um no (router) ao receber um pacote n&o escolhe um unico
préoximo salto, em vez disso, reencaminha o pacote por todas as interfaces
de saida, exceto pela interface por onde o pacote entrou (Tanenbaum,

2013). O funcionamento do algoritmo € o seguinte (Tanenbaum, 2013):

1. Transmissdo inicial — Quando um router recebe um pacote,
procede ao seu reencaminhamento por todas as interfaces de saida,
com excecgao da interface pela qual o pacote entrou. Deste modo, a
informacgédo propaga-se pela rede e tende a alcangar todos os nés
alcancaveis.

2. Replicagao do trafego — Como o pacote é enviado simultaneamente
por multiplos enlaces, s&o geradas varias cépias que se espalham
por caminhos  diferentes. Esta multiplicagdo  aumenta
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significativamente o volume de trafego e pode originar

congestionamento e recec¢ao de copias redundantes.

3. Mecanismos de controlo — Para limitar loops e reduzir sobrecarga,
utilizam-se mecanismos como:

a. TTL (Time-to-Live) / contador de saltos — Cada pacote transporta
um valor de TTL que € decrementado em cada router; quando o
valor chega a zero, o pacote € descartado, evitando propagacéo
indefinida.

b. Eliminagdo de duplicados — Cada pacote inclui um identificador
unico (por exemplo, origem + numero de sequéncia). Os routers
mantém um registo dos identificadores ja observados e, ao
receberem um duplicado, ndo o reenviam.

4. Chegada ao destino — Quando pelo menos uma das copias atinge o
noé de destino, considera-se que a entrega foi bem-sucedida; as
copias remanescentes acabam por expirar (via TTL) ou ser

descartadas por detecao de duplicagao.

No esquema apresentado na questao, o flooding funcionaria assim (assumindo

controlo por “n&o reenviar para o enlace de entrada”):

A envia para B e C.

B reenvia para D e E (exceto A) e C reenvia para D (exceto A).

D recebe copias (de B e C) processando a primeira e descarta
duplicados, depois reenvia por todas as saidas exceto a de entrada, isto
€, para F e para o outro n6 (B ou C).

E ao receber reenvia para todas as saidas exceto a de entrada,
tipicamente F e G se recebeu de B, ou B e G se recebeu de F.

F ao receber reenvia para todas as saidas exceto a de entrada, por
exemplo E e G se recebeu de D, ou D e G se recebeu de E.

G pode receber por E e por F, aceitando a primeira cépia e descartando

as restantes como duplicadas.

Sem controlo, haveria loops no tridngulo E-F-G e também no ciclo B-D-F-E—-

B, gerando trafego repetido, com TTL e ID de pacotes, a inundagao termina

quando o TTL expira e os duplicados deixam de ser reenviados.
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6.b — Utilizando o algoritmo de flooding, numa transmisséo iniciada em A com

destino a G, assumindo que cada n6 nao reencaminha pela ligagao de entrada,

que descarta pacotes duplicados (com base num identificador) e que existe um

limite maximo de 4 hops (TTL=4), obtém-se os seguintes percursos possiveis:

Rota 1: A— B — E — G — a cdpia chega ao destino em 3 hops.

Rota2: A—-B —- D —- C — A — a copia nédo chega a G e é descartada
em A por ser duplicada.

Rota 3: A—- B —- D - F - G — a copia chega ao destino em 4 hops.
Rota4: A—-B —>D —>F —E —oTTL expira em E (4.° hop), pelo que a
copia é descartada e ndo chega a G.

Rota5:A—->B —>E —->F —>D — o TTL expira em D (4.° hop), pelo que a
copia é descartada e nao chega a G.

Rota 6: A— B —- E - F - G — a cdpia chega ao destino em 4 hops.
Rota7: A— C - D — F - G — a cépia chega ao destino em 4 hops.
Rota 8: A—- C - D —» B — A — a cdpia ndo chega a G e é descartada
em A por ser duplicada.

Rota9:A—-C —>D —»B — E — o TTL expira em E (4.° hop), pelo que a
copia é descartada e nao chega a G.

Rota10: A—-C - D —> F - E — o TTL expira em E (4.° hop), pelo que

a copia € descartada e nao chega a G.

Assim, com TTL=4, apenas as rotas 1, 3, 6 e 7 conseguem entregar uma copia

em G; as restantes terminam por duplicagdo (rotas 2 e 8) ou por expiragéo do
TTL (rotas 4, 5, 9 e 10).
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6.c — Assumindo o flooding controlado definido, ou seja, ndo reencaminhar pela
ligacdo de entrada, rejeitar duplicados e o TTL = 4 hops, o custo em largura de
banda ndo é apenas o caminho até G, mas sim a soma de todas as
transmissdes (copias) efetuadas em cada ligacédo até o TTL expirar / os

duplicados serem descartados.

Considerou-se que:

e Cada reencaminhamento numa ligagdo consome 1 “hop de largura de
banda” (uma transmisséo do pacote nessa ligagao);

e Um pacote enviado de A para B e C chega mais rapido a C do que a
retransmissao através da rota A - B — D — C, e vice-versa, e para as
demais hipoteses similares;

e Um pacote é recebido e enviado antes da rececdo de outro pacote por

uma ligagao diferente.

Assim, a contagem de transmissdes (hops) na rede, é a seguinte:
e AenviaparaBe C — 2 hops
e BreenviaparaD eE, e C reenvia para D — 3 hops
e D (processa a 1.2 copia e ignora a duplicada) reenvia para F e para o
outro vizinho (B ou C) e E reenvia para F e G — 4 hops
e F (processa a 1.2 copia e ignora duplicadas) reenvia para G e para (D ou
E) — 2 hops (Os nés que recebem aqui ficam com TTL=0 e nao

reenviam.)
Total de hops (transmissées) consumidos na rede: 2+3+4+2=11 hops

Embora o destino G possa ser alcangado em 3 hops (A—-B—E—G), no
flooding o pacote é replicado e atravessa varios enlaces em paralelo; por isso,
o consumo de largura de banda € proporcional ao numero total de

transmissdes: 11 x (tamanho do pacote).

7.a — O Distance-Vector Routing (DVR) € uma abordagem de roteamento
dindmico, distribuida e iterativa, na qual cada router mantém uma tabela de
roteamento indexada por todos os destinos conhecidos na rede. Para cada
destino, essa tabela contém, pelo menos, duas informacdes essenciais: uma
estimativa do custo total para alcancar o destino e a indicacdo do proximo

salto, isto &, a interface de saida ou router vizinho a utilizar para seguir o
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caminho considerado 6timo. O conceito de “melhor” caminho é tipicamente
definido como o de menor custo, podendo a métrica de custo corresponder ao
numero de saltos (hops) ou a outras grandezas relevantes para a rede, como
atraso, largura de banda ou fiabilidade. Dependendo do protocolo, alguns
custos podem ser configurados administrativamente ou estimados através de

medi¢des associadas a ligagao entre vizinhos (Tanenbaum, 2013).

O funcionamento do DVR baseia-se na troca periddica de informacgédo apenas
entre vizinhos diretos, ndo exigindo que cada router possua uma visao global
da topologia. Em intervalos regulares, e também quando ocorre uma alteragéo
significativa, cada router anuncia aos seus vizinhos o seu “vetor de distancias”,
ou seja, as melhores estimativas que possui para atingir cada destino. Quando
um router recebe o vetor de distancias de um vizinho, procede a atualizacdo da
sua proépria tabela aplicando o principio do algoritmo de Bellman—Ford: para
cada destino, compara o custo atualmente registado com o custo de chegar ao
mesmo destino passando pelo vizinho emissor, calculado como a soma do
custo do enlace até esse vizinho com o custo anunciado pelo vizinho para o
destino em causa. Se esta soma produzir um valor inferior ao anteriormente
conhecido, a tabela é atualizada e o préximo salto passa a ser o vizinho que
originou a melhoria. Caso uma atualizacao altere a tabela, essa alteragao pode
desencadear novos anuncios, propagando gradualmente a informagao pela
rede até que as tabelas deixem de se modificar, atingindo-se assim a
convergéncia, isto €, um estado em que todos os routers refletem de forma
consistente os melhores caminhos para os destinos, de acordo com a topologia

e os custos vigentes (Tanenbaum, 2013).

Apesar da simplicidade e do baixo custo de operacdo, o DVR apresenta
limitagdes reconhecidas. Em particular, tende a convergir de forma mais rapida
quando surgem rotas melhores, mas pode convergir lentamente perante falhas
ou remogdes de routers e ligagdes, devido ao fendmeno conhecido como
count-to-infinity, no qual anuncios desatualizados podem manter rotas
incorretas temporariamente e, em certos casos, induzir ciclos de roteamento
até a informacao correta se propagar por toda a rede. Por este motivo,
protocolos baseados em vetor de distancia recorrem frequentemente a

mecanismos complementares para reduzir o impacto destas situagdes, como
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split horizon, poison reverse, temporizadores de hold-down e atualizagdes
desencadeadas. O DVR é, por isso, frequentemente descrito como a aplicagéo
distribuida do algoritmo de Bellman—Ford ao roteamento e encontra expressao
em protocolos histéricos e amplamente conhecidos, como o RIP (Routing
Information Protocol), que utiliza uma métrica simples baseada no numero de

hops (Tanenbaum, 2013).

7.b — Apresenta-se a rede com os custos associados, de acordo com o0s
valores fornecidos, organizados numa tabela de apoio, tendo-se deduzido que
os valores dados, seguem a ordem: A, B, C, D, E, F; pois cada vetor tem 0 na

posigao do préprio router.

Origem
D
16
12
6
0
9
10

Para atualizar a tabela de encaminhamento do router C, sdo conhecidos os

o|on@

RN
N

Destino

AOjOWoO|IN|IM

Mmoo m >

N | O

novos retardos medidos nas ligagcdes diretas para os seus vizinhos imediatos:
C—-B =6, C—»D = 3 e C—E = 5. Resta, portanto, determinar o menor custo
estimado para alcancar os routers que ndo pertencem a vizinhanca direta de C,
nomeadamente A e F, com base nos vetores anunciados pelos vizinhos B, D e
E.

Para obter o custo total estimado de C até um destino ndo adjacente, procede-
se do seguinte modo: para cada vizinho candidato (B, D e E), soma-se o custo
do enlace direto C—vizinho ao custo anunciado por esse vizinho para o
destino. Em seguida, seleciona-se o menor dos valores obtidos, que define

simultaneamente o retardo esperado e o préximo hop (linha de saida) a utilizar.

No caso do destino A, existem trés possibilidades via os vizinhos de C: via B,
via E e via D. Assim, calculam-se os seguintes custos totais:

e ViaB:CB+BA=6+5=11

e ViAE:CE+EA=5+7=12

e ViaD:CD+DA=3+16=19
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Conclui-se que o menor custo para C alcancgar A é via B, com retardo
11.

Aplicando o mesmo procedimento ao destino F, novamente com as trés

alternativas (via B, via E e via D), obtém-se:

ViaB:CB+BF =6+2=28

ViaE:CE+EF=5+4=9

ViaD:CD+DF =3+10=13

Deste modo, o menor custo para C alcancar F é também via B, com

retardo 8.

Por fim, apresenta-se a tabela global atualizada, onde se registam, para cada

destino, o préximo hop escolhido e o retardo total esperado a partir de C.

Destino Saida Retardo
A B 11
B B 6
C - 0
D D 3
E E 5
F B 8
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