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TRABALHO / RESOLUCAO:

1.

A Lei de Moore prevé o duplicar de recursos a cada 18-24 meses, previsao a qual se
provou real durante muitos anos desde a data em que surgiu, em 1965. Sendo o recurso
em questao, a quantidade de transistores por chip. Apesar do nome, a Lei de Moore n&o
€ uma lei cientifica e sim uma observacao e previsao feita por Moore.

Com o tempo, seguir o pretendido e duplicar (ou mais) o numero transistores, fez com
que atingissemos um limite fisico. De modo a ndo travar o avango computacional,
comegamos a pensar em novas formas de trabalhar os recursos disponiveis para
melhorar cada vez mais o desempenho, focando assim em novas arquiteturas.

No grafico da pagina 40 do livro (Computer Organization and Design 5E - Patterson
Hennessy, capitulo 1.) podemos observar um grande crescimento energético e de clock
rate do Pentium 4 Willamette (2001) para o Pentium 4 Prescott (2004), porém, como
indicado na mesma pagina, o avango em performance nao foi tdo significante. Neste
ponto temos um computador que ja trabalha com pipelines, porém, longos e com um
custo energético total muito elevado, o que levou ao “ponto de viragem” nos
processadores Intel. A linha a seguir reformula a maneira Intel de trabalhar, contendo um
clock rate menor, menos consumo energético e mais transistores, o Core 2 Kentsfield é
lancado em 2007 com a ideia de dois chips duo-core unidos no mesmo encapsulamento,
permitindo uma maior divisdo de tarefas em simultdneo (paralelismo) com pipelines
menores, 0 que aumentou a sua performance.

Ja no Core i5 Clarkdale temos um maior clock rate (em relagédo ao core 2), um consumo
energético menor e menos transistores! Sendo agora possivel ter uma melhora
significativa de desempenho com menos transistores, o que antes era a base do aumento
computacional. Para atingir tal faganha o Core i5 utilizou uma arquitetura heterogénea,
misturando CPU com GPU, permitindo uma maior divisdo de processos ja que agora
temos uma CPU focada em tarefas sequenciais e no sistema operacional, e uma GPU
especializada em processamentos paralelos. Permitindo assim um aumento significativo
no desempenho, evitando a sobrecarga de uma unidade de processamento.

O aumento de paralelismo trouxe-nos um novo limite, a Memory Wall, resultado de uma
grande evolugao na velocidade dos processadores em um passo diferente do avango na
velocidade das memorias. Neste ponto, a hierarquia de memdéria tem um papel crucial,
agregando as memorias mais rapidas (cache L1, L2, L3, etc) para os pontos mais
utilizados, diminuindo o tempo de espera (stall) no paralelismo.

Para concluir, acredito que a Lei de Moore ndo morreu e nem morrera, mas ficara
estagnada quando nao houver inovagdes suficientes para manter o ritmo de melhoria,
servindo assim também como fonte de motivacao e objetivo para os desenvolvedores.

Possivelmente, a computagdo neuromérfica (que busca reproduzir a maneira como o
cérebro funciona) e quantica podem trazer grandes avangos no mundo da computagao
pelo alto desempenho. Como ainda temos apenas testes, precisaremos aguardar para
confirmar se as promessas de melhoras se concretizarao.

2,
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a) Assumindo a formula como sendo a mesma utilizada na atividade formativa 2, temos
T(p) = é + overhead onde:

e T(p) = Tempo de execugao da tarefa com p processadores.
e t = Tempo de execugdo com apenas 1 processador, ou seja, antes da
divisdo de tarefas

Sabendo que, dos 120 segundos apenas 45% pode ser paralelizavel, temos uma tarefa
com um tempo de execugdo t = 120 X 0,45 = 54 segundos para aplicar a formula
acima. Com isso temos:

T(4) = tyo (overhead desprezavel) = 2i0 = 13,5 segundos.
4 4

Tempo total = 13,5 + 120 x 0.55 (55% de 120) = 13,5 + 66 = 79,5 segundos, uma
economia de 40,5 segundos

b) Neste caso temos um overhead n&o desprezavel, alterando a férmula para T(p) = §+
10% ou T(p) = % x 1,10, aplicando, temos:

T(4) = % x 1,10 = 13,5 x 1,10 = 14,85 segundos de execucao.

Tempo total = 14,85 + 66 = 80,85 segundos.

C) Ao analisar os resultados acima podemos verificar que a parte afetada pela redugéo é
referente as tarefas paralelizaveis, assim como indicado na Lei de Amdahl, a redugéo da
execucao total esta limitada a melhoria das partes afetadas.

Neste caso ndo sendo possivel diminuir 45% ou mais do tempo total (120 segundos), ja
que 45% deste tempo correspondem as tarefas paralelizaveis e ndo ha formas de reduzir
para 0 segundos, caso contrario, nao existiria este passo.

Para além disso temos de considerar o overhead, que podera aumentar (ou ndo)
conforme o numero de processadores também aumenta, trazendo uma implicagao real no
uso de paralelismo. Por exemplo, se o overhead for sempre correspondente a 10% do
tempo de execucao da parte paralela apds a sua distribuicdo pelos processadores, ndo ha
qualquer problema em aumentar ainda mais os processadores (custos energéticos e
espaco fisico ignorados neste exemplo) ja que teremos uma performance cada vez
melhor (nesta tarefa), porém, se o overhead aumentar conforme o niumero de
processadores, podera ser inviavel a partir de certo ponto obter mais e mais
processadores.
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3)

Pronto para Auséncia de submissédo
Submisséao

Criar submissao Erro de »@
l conexao
Entregar && Ficheiro Invalido Submissao Entregar && Falha na conexeédo T

em edigao
A
Entregar && Data > Data limite Entregar && Data <= Data Limite

Editar submissao ( Entrega Efetuada
L dentro do prazo

Entrega Efetuada
fora do prazo

l

Iniciar avaliagao
&&
Aplicar penalizacao

Iniciar avaliagao

=[Avalia<;éo em curso}<

y Registar notas

Erro técnico v

. Nota =0 Submissao
Notas registadas = )
nao existente

Lancar notas

@‘ Notas publicadas

Este diagrama de maquina de estados possui o estado inicial Pronto para Submisséao e
3 possiveis estados finais:

e Erro técnico, para a entrega de ficheiros invalidos, seja pelo formato,
tamanho ou qualquer outra especificagcao imposta na plataforma.

e Erro de conexao, o que pode ser muito comum ao tentar efetuar uma
submissé&o, obrigando a reiniciar o processo. Sendo inclusive uma indicagao
do médulo de ambientagao online, o backup em um documento fisico antes de
tentar submeter.

e Notas publicadas, que simboliza o fim da jornada do e-flio.

Cada transicéo leva a um e apenas um estado seguinte, o que torna o modelo
sequencial e deterministico, ja que nao existem transi¢ées ambiguas que transicionem
para estados diferentes.

Ao elaborar o diagrama considerei possivel editar uma submissdo mesmo apds o prazo
de entrega (caso a entrega original tenha sido feita dentro do prazo), ficando assim a
contar como se o aluno estivesse a entregar fora do prazo estipulado.

Este diagrama foi desenvolvido com base em uma maquina de Moore, ja que as saidas
do sistema dependem do estado atual e ndo diretamente das transi¢des existentes.

Para concluir, utilizei uma IA-G como apoio reflexivo e para obter feedbacks, em nenhum
momento solicitei a resposta de um exercicio. Todas as decisdes de estados e transicoes
sdo da minha autoria e responsabilidade, ao utilizar a IA-G solicitei que a mesma atuasse
como um docente a dar feedbacks construtivos mas nunca a resolugao da questao.
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Bibliografia:
Questao 1:

e Paginas 11, 25, 40 Computer Organization and Design 5E - Patterson Hennessy, capitulo

1.
e Quantidade de transistores:

o https://www.techpowerup.com/cpu-specs/pentium-4-ht-516.c448

o https://Iwww.techpowerup.com/cpu-specs/core-2-extreme-qx6850.c464

o https://lwww.techpowerup.com/cpu-specs/core-i5-661.c711
https://newsroom.intel.com/tech101/understanding-moores-law
https://blog.eveo.com.br/cpu-gpu-tpu-computacao-heterogenea
https://www.ibm.com/br-pt/think/topics/neuromorphic-computing
https://ayarlabs.com/glossary/memory-wall/
Gemini 2.5 - Utilizado para discutir ideias, sem obter a resposta e organizagéo das ideias do
meu texto. Nenhuma informacgéo foi tirada da IA, todas os dados possuem fontes (indicadas
acima).

Questao 2:

e Lei de Amdanhl, pagina 72
e AF2-Formula para o calculo ; + overhead
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