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TRABALHO / RESOLUCAO:

1. Enunciado:

-2 1 3|1 0 0 1 0 1]0 1 0 10 1|0 1 0
[A|13]=101010]m—2131oo]+—>[015120]
3 1910 0 1ly** L3 1 9lo 0 1y 4o lo 1 6l0 =3 1l
10 10 1 0 10011 2 -1
ﬁ[015 1 2 o] m[010 6 7 —5]
*2lo o 11-1 -1 1lg s, l0 0 11-1 -1 11,

1.1. No exercicio estd a utilizar-se a matriz aumentada [4 | I;] e a aplicar operagoes
elementares de linha segundo o método de Gauss-Jordan, com o objetivo de obter

uma matriz da forma [I5 | A71].
Desta forma, o que se pretende determinar é a matriz inversa de 4, isto é, A71.

1.2. A partir da etapa d a resolucao esta incorreta. Na passagem de c para d é
aplicada a operacao Il; —1,, na parte esquerda da matriz a operacao é feita
corretamente, mas na parte direita houve um erro de calculo [0,-3,1] —[1,2,0] =
[-1,-5,1] e ndo [-1,-1,1], assim a etapa d estd errada, e todas as etapas

subsequentes ficam afetadas por este erro.

1.3.
-2 1 3|1 0 0 1 0 1[0 1 0 10 1]0 1 0
[AlB]=[1 0 1|0 1 0f —>|-2 1 3|1 0 0 =0 1 51 2 0
3 19100 1y L3 1 910 0 1l 4, o1 6l -3 1l
1010 1 0 1001 6 -1
— 0 1 51 2 0o ;=p|0 1 0[6 27 -5
2l 0o 11-1 -5 1y ,sulo 0 11-1 -5 11,
Logo,
1 6 -1
[A']=]|6 27 -5
-1 -5 1
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2. Enunciado:

—-x+y—z=-3 -1 1 —-1]-3 -1 1 -1 -3
axtay=f ->|la a 0 |pB —— 0 2a —al|f—3«a
ay —z = —4 0 a —11-4l""10 a -11 -4
-1 1 -1 -3 -1 1 -1 -3
0 0 a -1 —4 T 0 a -1 —4
27210 20 —alp-3al®"?l0 0 2-alBp—3a+8
-1 1 —-1] —3 1 — Impossivel
— |0 2 -1 -4 - . .
2|0 o o0 B+2 B=—_2>Possmel Indeterminado

2.1. Para todos os valores de a,f € R, estude a existéncia e o numero de solugdes

—x+y—z=-3
do sistema { ax +ay = determinando, em funcdo de « e B, 0s casos em que o
ay—z=—4

sistema ¢é impossivel, possivel e determinado ou possivel e indeterminado,

resolvendo-o sempre que possivel.

2.2.
Como os pivOos da matriz reduzida sdo os coeficientes a (na 2.2 linha) e 2—a (na
3.2 linha), apenas os valores que anulam estes pives, ou seja, a=0 € a =2,

alteram a estrutura do sistema.

-1 1 -1 -3
Partindo da matriz reduzida geral obtida |0 ao -1 —4 , irei analisar
0 0 2—alB—-3a+8

separadamente os casosdea=2, a=0ea#0Aa # 2.

-1 1 —-1] —3 1 — Impossivel
—lo 2 —1| -4 | .
a=2 0 0 0 l1B+2 B=—_2>P0551vel Indeterminado
-1 1 —-1] —3 1 - Impossivel
—lo o —1| -4 |7 .
a=0 0 0 2 |p+8 QPossmel Indeterminado

O sistema é regular (os pivos ndao anulam), pelo que ha sempre uma Unica solugdo,
para qualquer g € R.

z=(B—3a+8)/(2-a)
20 N y=(0z—-4)/a Possivel Determinado (solugio Unica)
x=3+y—z
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Nos casos o« =2 e a =0, a matriz reduzida sofre alteragdes significativas, pelo que
apresento as matrizes correspondentes. Ja para a #0 Aa # 2, @ matriz mantém a
sua forma regular e o sistema é sempre possivel e determinado (solugdo Unica),

nao havendo necessidade de apresentar nova matriz.

3. Enunciado:
0

> 20 5 6 0 16 0
8 O=5(-1)"1 |1 5 6|+6(-1)2{0 5 6|+0(=1)1* || +0(=1)"+* || =
o150t 015 015
0015
3.1,

Estda a ser calculado o determinante da matriz quadrada de ordem 4 utilizando o
desenvolvimento de Laplace pela primeira linha.

Cuja férmula geral é:

4

det(4) = z ay;(—1)™* det (My,)

j=1

3.2.

Matriz inicial:
5

6
_ 5
A= 1
0

= U1
U1 OO O

1
0
0

Desenvolvimento pela primeira linha (5, 6, 0, 0):
4
det(A4) = z a;;(—1)1* det(M,;) = 5(—=1)**1 det(M;,) + 6(—1) 2 det(M;;) + 0 + 0

j=1
Calculando sinais:
(_1)1+1 — (_1)2 =1 (_1)1+2 — (_1)3 =—1

Logo:

Os menores sao:

5 6 0 1 6 0
Mll = |1 5 6 MlZ = |0 5 6
0 1 5 0 1 5
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Calculo de det(M,,), desenvolvimento pela primeira linha (5, 6, 0):

det(M,,) = Z(Mll)1 j(=D det(N,;) = 5(-=1)** det(Ny;) + 6(—1)1*2 det(N,,) + 0

j=1
Calculando sinais:
(_1)1+1 — (_1)2 =1 (_1)1+2 — (_1)3 = -1

Logo:
det(Mll) = 5 det(Nll) - 6 det(le)

Os menores sao:

N11=|i §|:5.5—6.1=25—6=19 N12=|(1) §=1.5—6.o=5

Entdo:

Calculo de det(M;,), desenvolvimento pela primeira coluna (1, 0, 0):

det(M;,) = Z(Mlz)i1(_1)i+1 det(N;;) = 1(=1)**! det(Ny,) +0+0

=1
Calculando sinais:
(D™ = (=12 =1

Logo:
det(Mlz) = 1 det(Nll)

Os menores sao:

N11=|i g —5.5-6.1=25-6=19

Entdo:
det(Mlz) = 1 det(Nll) S 1 . 19 = 19

Conclui-se, assim, que o determinante da matriz A é:
det(4) = 5det(My,) — 6det(M;,) =5.65 —6.19 = 325 — 114 = 211
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4. Enunciado:

x+2y+3z=4
2x+3y+2z=4Sx=
3x+2y+z=4

W N R D
N W NN W N
N W W
<
Il

4.1.

Resolva o seguinte sistema de equacodes lineares:

x+2y+3z=4
2x + 3y + 2z =4,
3x+2y+z=4

Utilizado a Regra de Cramer, calcule os valores de x,y,z através dos determinantes

das matrizes associadas.

4.2.
Pela Regra de Cramer, cada incognita é dada pelo quociente entre o determinante
da matriz obtida substituindo a coluna correspondente pelo vetor dos termos

independentes e o determinante da matriz dos coeficientes.

_ det (4y) _ det (4y) _ det (4,)
X = det (4) Y= et (4) 2= et (A)
1 2 3 4
A=[2 3 2 = |4
3 2 1 4

det(A)=1|§ i|—2|§ i|+3|§ 3 —1(3.1-2.2)—2(2.1-2.3)+3(2.2-3.3)

=13-4)-22-6)+3(4 -9 =-1-2(-4)+3(-5)=-1+8—-15= -8

Portanto det(4) = —8 # 0, sistema possivel e determinado (solugdo Unica).
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3 2,12 3 2 3| B B B B
det(Ax)—4|2 1| 4|2 1|+4|3 | =46.1-2.2)-42.1-3.2+42.2-3.3)

=4(3-4)—4Q2-6)+4(4—9) =4(—1) — 4(—4) + 4(-5) = -4+ 16 —20 = -8

N =
NN
N W

w
NN
—_

2 2|
3 1
=4(2-6)—4(1—9)+4(2—6) = 4(—4) —4(-8) + 4(-4) = —-16 +32—-16 =0

det(4,) = 4 4|§ i|+4|§ 3=4(2.1—2.3)—4(1.1—3.3)+4(1.2—3.2)

det(AZ)=4|§ §|—4|§ §|+4|; §|=4(2.2—3.3)—4(1.2—2.3)+4(1.3—2.2)

=4(4—9)—4(2—6) + 4(3 —4) = 4(—=5) — 4(—4) + 4(—1) = —20+ 16 —4 = —8

Entao:
4 2 3 1 4 3 1 2 4
4 3 2 2 4 2 2 3 4
. 4 2 1f_ det (4,) 3 4 1|_ det (Ay) 3 2 4|_ det (4,)
12 3|~ deta) 12 3| det(a) 12 3|~ deta)
2 3 2 2 3 2 2 3 2
3 2 1 3 2 1 3 21
-8 0 -8
=51 =50 =51

Como det(4) = —8 # 0, o sistema é possivel e determinado e conforme demonstrado

através da Regra de Cramer, obtém-se:

_det(d) _det(4,) _ __det(d)
det (A) Y= et (4) det (A)

Logo, a solucdo do sistema é (x,y,z) = (1,0,1).
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5. Enunciado:
SejaU =((1,2,3),(2,3,4),(3,2,1)),V ={(x,y,z) € R%:2x+3y+9z=0},eb = (1,3,6)

5.1.
Irei chamar de:
u; = (1,2,3) u, = (2,3,4) u; = (3,2,1)

Queremos saber se existem a,b,c € R tais que:

au, + bu, + cu; = (1,3,6)

Isto é:
a(1,2,3) + b(2,3,4) + ¢c(3,2,1) = (1,3,6)

Igualando coordenadas, obtemos o sistema:

a+2b+3c=1
2a+3b+2c=3
3a+4b+c=6

Matriz aumentada:

1 2 3|1 1 2 31 1 2 31 1 2 31
232330—1—4130—1—4130—1—41
3 4 1lel®"*13 4 1 1l6l® 7 1lo -2 =813 "21o0 o o0 |1

A ultima linha corresponde a equagao:

0a+0bh+0c=1 < 0=1, que é impossivel.

Logo o sistema é incompativel e, portanto b = (1,3,6) ndao € combinagao linear de
(1,2,3),(2,3,4),(3,2,1).

5.2.
Temos que:
U =((1,2,3),(2,3,4),(3,2,1))

Irei chamar de:
u; = (1,2,3) u, = (2,3,4) u; = (3,2,1)
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Na alinea 5.1 chegamos a matriz:

1 2 3 1 2 3
A=1|2 3 2|, e apbs escalonar obtivemos |0 -1 —4]
3 4 1 0 0 0

Esta matriz tem duas linhas nao nulas, logo
rank(4A) = 2

Isto significa que os trés vetores u,, u,, u; sao linearmente dependentes e que o
subespaco U tem dimensao:

dimU = 2

Como as duas primeiras colunas correspondem a pivots, podemos tomar
By = {uy,uy} ={(1,2,3),(2,3,4)}, como base de U.

Queremos agora encontrar um vetor de R3® que ndo pertenca a U, para juntar a By.
Consideremos, por exemplo o vetor v; = (1,0,0).
Supomos que v; € U. Entao existem «,8 € R tais que:

auq + fu, = v,

Transformando em sistema:

a+2=1 a=1-2 a=1-2
{2a+3,8=0 (:){2a+3ﬁ=0<:) 21-2B)+3B=0=p=2
3a+4B =0 3a+48 =0 B3a+48 =0
a=1-2Q2)= a=-3 a=1-2Q2)= a=-3
=1{2(1-28)+3=0= =2 ©{2(1-28)+3=0= =2
3a+48 =0 3(-3)+4(2)=0&=-1=0

Obtemos uma contradicao pois —1 # 0, portanto o sistema ndao tem solugao e v, =
(1,0,0) ¢ U. Assim o conjunto B = {u,,u,,v,} = {(1,2,3),(2,3,4),(1,0,0)} é formado por
uma base de U : (1,2,3),(2,3,4), mais um vetor v, = (1,0,0) que ndo estd em U. Logo B

é linearmente independente e tem 3 vetores em R3, pelo que € uma base de R3.
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5.3.

Na alinea 5.2 sabemos que uma base de U é:
BU == {ul, uz} == {(1,2,3), (2,3,4’)},

Logo, qualquer vetor de U pode ser escrito como:

V(ap) = AUy + buy, onde a,b € R

Isto resulta em:
Viap) = a(1,2,3) + b(2,3,4) = (a + 2b,2a + 3b,3a + 4b)

Portanto, um vetor de U tem a forma de:
(x,y,z) = (a + 2b,2a + 3b,3a + 4b)

Para pertencer a V tem de satisfazer:
2x+3y+9z=0

Substituindo x,y, z:
2(a+2b)+3QRa+3b)+9Ba+4b) =0 = 2a+4b +6a+9b +27a + 36b = 0 = 35a + 49b

7
=O(:>5a+7b=0<:>a=—§b

Tomamos, por conveniéncia que, b=05t (para eliminar o denominador) e
parametrizar o vetor assim ficamos com:

7 -
a=—§5t=a=—7t b=>5¢

Logo, um vetor de UnV é:

Viap) = V(=7t,50) = —7tUy + Stuy = t(—=7uy + 5uy)

Calculo auxiliar de —7u; + 5u,
—7(1,2,3) + 5(2,3,4) = (-7,—14,—21) + (10,15,20) = (3,1, —1)

Portanto,
Vp) =t(3,1,-1), tER

UnV={t(31,—-1):t e R}, logo UNnV é um subespaco de dimensdo 1, e uma base de

UnV é por exemplo {(3,1,-1)}
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5.4.

Sabemos das alineas anteriores que:

By = {uy,u,} = {(1,2,3),(2,3,4)}, logo como B, tem dois vetores
dim(B) = 2

V={(x,y,z) € R%:2x +3y+9z =0}, € o conjunto de solugbes de uma equacao linear
nao trivial em R3, portanto
dim(V)=3-1=2

Na alinea anterior obtivemos que:
UnV={t(3,1,—-1):t € R} logo

dim(UnV) =1

Usando a formula das dimensodes:
dim(U + V) = dim(U) + dim(V) —dim(UNV)=2+2—-1=3

Como U +V é um subespaco de R3? e tem dimensdo 3 concluimos que:
U+V=R3
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